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Introduction to advanced distance sampling

S. T. Buckland and D. R. Anderson

Distance sampling, primarily line transect and point transect sampling, has had a relatively short history. The earliest attempts to use distances to detected animals to estimate abundance date back to the 1930s, and the first line transect estimator with a rigorous mathematical basis was due to Hayne (1949). Nearly 20 years later, Gates et al. (1968) and Eberhardt (1968) made important contributions to the development of line transect sampling methodology. Neither the radial distance model of Hayne (1949) nor the negative exponential model of Gates et al. (1968) is based on plausible assumptions about the detection process. Eberhardt’s (1968) work was more conceptual, and attempted to provide a class of models that were robust to differing detection processes. None of these early methods are now recommended. Three papers in the early 1970s prompted Burnham and Anderson (1976) to develop the general theory needed for reliable estimation. The first of these papers was Anderson and Pospahala (1970), who used polynomials to fit the distance data, but who did not provide underlying theory. The field experiments of Robinette et al. (1974) were important in providing data sets with known abundance, on which estimation methods could be tested. The third paper was by Sen et al. (1974), which gave an erroneous formulation. Burnham and Anderson (1976) corrected this formulation, and provided a general framework for both parametric and nonparametric methods, applied to data that were either grouped or ungrouped, and truncated or untruncated. The first comprehensive treatment of the topic was by Burnham et al. (1980). Point transect sampling (or variable circular plots) was conceptualized in the early 1970s for songbird surveys, although the initial work was not published until 1980 (Reynolds et al. 1980), by which time several papers using the technique had already been published. The method is still largely restricted to avian studies (Rosenstock et al. 2002), although other applications are now starting to appear in the literature. Reviews of these historical developments are given by Buckland et al. (2000, 2001).
INTRODUCTION

Given its short history, it is perhaps surprising that distance sampling is the most widely used technique for estimating abundance of wild animal populations. The use of mark-recapture in fisheries dates as far back as Walton (1653), although work by Petersen (1896) seems to have led to its use for estimating abundance (see Buckland et al. 2000). The use of harvest models based on the ‘catch equations’ to estimate abundance was first documented by Baranov (1918); catch-per-unit-effort by Hjort and Ottestad (1933); change-in-ratio by Kelker (1940); and removal methods by Moran (1951). The success of distance sampling perhaps stems from the fact that it provides more robust estimation of abundance more cheaply than methods based on catching animals, at least for populations for which the key assumptions hold to a good approximation. Further, the effects on abundance estimates when key assumptions fail tend to be more readily understood than for most competitive methods. Distance sampling represents a suite of methods which are extensions of complete counts of sample plots (called sample counts here). Their advantage over sample counts is that not all animals within the sampled plots (strips in the case of line transect sampling and circles for point transect sampling) need be counted, so that the approach can usually achieve a given level of precision at lower cost than a comparable method based on sample counts. Relative to mark-recapture, the modelling element in distance sampling is straightforward. The detection function model seldom requires more than four parameters, and one is often sufficient. Only a handful of contending models need be considered. By contrast, mark-recapture models commonly require more than 20 parameters—possibly substantially more—and there are many possible models for a given data set.

The methods that are currently considered standard are largely as set out by Buckland et al. (1993a). For an updated introduction to standard methodology, the reader is referred to the companion volume to this book (Buckland et al. 2001). Here, we concentrate on more advanced methodologies, some of which are reviewed by Buckland et al. (2002). A few of the more advanced sections from Buckland et al. (1993a), especially from chapter 6 of that book, are updated and reproduced here.

For a general methodological framework for distance sampling and other methods of estimating abundance of closed populations, the reader is referred to Borchers et al. (2002). That book is intended as an advanced student text, and provides a basis for many of the developments outlined here. Williams et al. (2002) cover a range of methods for estimating animal abundance, and show how these methods are used in the management of animal populations.

In Chapter 2, a general likelihood framework is presented. The three components of estimation for standard methodology, encounter rate, effective area surveyed, and mean cluster size (when objects occur in clusters), are integrated into a single Horvitz–Thompson-like estimator, in which the
inclusion probabilities are estimated

\[
\hat{N} = \sum_{i=1}^{n} \frac{s_i}{P_i},
\]  

(1.1)

where \( \hat{N} \) is estimated population size, \( n \) is the number of animal clusters detected in the covered area, \( s_i \) is the size of the \( i \)th detected cluster, and \( \hat{P}_i \) is the estimated inclusion probability for that cluster. This probability has two components: a coverage probability \( P_c \), which is determined by design, and given by \( P_c = a/A \), where \( A \) is the size of the study region and \( a \) is the covered area (the total area of surveyed strips or circles); and an estimated detection probability \( \hat{P}_a \), given that a cluster is in the covered area. If we choose to estimate a single \( \hat{P}_a \) for all clusters, then \( \hat{P}_i = P_c \times \hat{P}_a \) and the effective area surveyed is \( a \times \hat{P}_a \), estimated as \( a \times \hat{P}_a \). Alternatively, if we obtain cluster-specific estimates, then \( \hat{P}_i = P_c \times \hat{P}_{ai} \) for cluster \( i \).

If objects occur singly, then \( s_i = 1 \) for every detection, and

\[
\hat{N} = \sum_{i=1}^{n} \frac{1}{P_i}.
\]  

(1.2)

In the case of clustered populations, this equation gives the estimated number of clusters in the study area.

Full likelihood and conditional likelihood methods are described in Chapter 2. Because the distribution of covariates in the study population or area is generally unknown and not easily estimated, inference is generally based on conditional likelihood methods, for which we condition on the values of covariates observed.

Covariate models for the detection function (Chapter 3) potentially yield more efficient estimates of abundance, and eliminate the bias that may arise, for example, when abundance estimates by stratum are required, but data are pooled across strata for estimating the detection function. They also offer the potential for more reliable estimates of trend in abundance when surveys are conducted from platforms of opportunity, such as ferries or fishing vessels at sea, although they do not address the problems that arise because the region is not randomly sampled in such surveys.

Spatial line transect models (Chapter 4) allow a surface to be fitted, representing animal density throughout the study region. This in turn allows estimation of abundance for any subset of the area, by integrating over the relevant section of the surface. It also allows abundance to be related to spatial covariates, so that managers can assess the importance of habitat and environment to the population of interest. Spatial models also potentially reduce bias in abundance estimates from platforms of opportunity survey data, in which survey effort is non-random.
Spatial models estimate variation in density or abundance through the region. Wildlife managers are often more interested in modelling temporal trends, to identify whether management action is required, or to assess the effects of such action. Methods for trend estimation addressed in Chapter 5 fall into two categories: empirical estimation of trend from a series of abundance estimates; and fitting of a population dynamics model to the time series of estimates. The second approach has the advantages that estimated trends are consistent with biological reality, and the effects of management actions that affect survival or productivity can be modelled and predicted.

For some populations, such as whales or porpoise, or burrowing animals such as rabbits or tortoise, one of the key assumptions that any animal on the line or at the point will be detected may be violated. Double-platform methods (Chapter 6) allow distance sampling methodology to be combined with mark-recapture methods, so that this assumption is no longer required. The second ‘platform’ may be a standard sightings platform on a ship or aircraft, or it may comprise an independent method of locating a subset of the surveyed animals, such as a radio-tagging experiment. In the latter case, individual animals are marked, or are identified from natural markings, whereas in the former case, no marking takes place. Instead, it is necessary to develop field methods so that duplicate detections (animals detected by both platforms) can be identified.

Automated design algorithms, linked with Geographic Information Systems (GIS) functionality, are covered in Chapter 7. They allow quick and easy generation of survey designs, and enable different designs to be compared for efficiency and accuracy of the subsequent abundance estimates, using simulation. For complex surveys in which coverage probability is not uniform, they also allow estimation of coverage probability by location. This in turn allows valid abundance estimation.

For populations that typically have an aggregated spatial distribution, adaptive distance sampling surveys (Chapter 8) potentially yield more precise estimates of abundance. They also give more detections than can conventional surveys with the same overall effort, which can be an important advantage for scarce species, for which sample size may otherwise be inadequate for modelling the detection function.

In most distance sampling surveys, one or more observers actively try to detect objects, usually animals. In passive distance sampling methods (Chapter 9), animals are not actively searched for. Instead, detections are made, for example, by using traps, or devices to secure a sample of hair or feathers, or remote systems such as cameras. A detection occurs when an animal enters a trap or a sensed area at a known distance from a central point (trapping web) or line (trapping line transect). The density of traps or sensed areas is greater near the centre point or line. Trapping webs (Anderson et al. 1983) have their roots in point transect sampling theory. Trapping transects (Chapter 9) make similar use of line transect sampling
theory. These methods can be particularly useful for species that do not

generally meet the assumptions of standard distance sampling, perhaps

because they hide and are undetectable for much of the time (e.g. rep-

tiles) or because they are too small to be reliably detected by line transect

observers (e.g. beetles).

Standard distance sampling methods blend model-based statistical

methods (to model detectability within the surveyed strips or circles) with

design-based statistical methods (to estimate the number of animals outside

the surveyed strips). (Spatial line transect models, discussed in Chapter 4,

replace the design-based element by a spatial model of animal density.)

In Chapter 10, we give a rigorous basis for the composite approach, show

why it leads to robust estimation of animal abundance, and explore the

limitations of this robustness.

Other advanced topics are covered in Chapter 11: three-dimensional dis-

tance sampling methods; full likelihood methods for conventional distance

sampling; line transect surveys with random line length; models for the

search process in sightings surveys; combined mark-recapture and distance

sampling surveys; combined removal methods and distance sampling sur-

veys; point transect sampling of cues; migration counts; measurement error

models; theory for indirect surveys of animal signs (usually dung or nests);

quantile–quantile plots, the Kolmogorov–Smirnov test and Cramér–von

Mises tests; and pooling robustness.

Most of the above advances have been implemented, or will shortly be

implemented, in version 4 of the software distance (Thomas et al. 2003).

Version 4 also incorporates the standard methods of Version 3.5 (Thomas

et al. 1998). Version 3.5 is the companion software for Buckland et al.

(2001), and Version 4 is the companion software for this book.